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ABSTRACT
With a rapid increase in the use of digital technologies, people
in the Global South including Bangladesh are exposed to a wide-
range of smartphone applications (termed as apps in this paper),
which o�er a variety of features and services. However, privacy
leakage through apps has increasingly become a major concern in
Bangladesh, where the app collecting users’ sensitive information
without their consent was reported in news media for privacy
violation. Our study with 32 participants from varying age, literacy
level, and profession in Dhaka, Bangladesh unveils the perceptions
of people around data collection and sharing by the app reported
in privacy leakage news. All of our participants were aware of
information leakage through the app they use, where they possess
varying perceptions around providing personal information, like a
sense of bene�t, necessity and contribution, indi�erence, fear, or
(no) authority over data collection. Our analysis reveals the relation
between users’ privacy perceptions, local infrastructure, and social
practices in Bangladesh, where we identify the situated challenges
that interfere with people’s understanding of privacy notice. Our
results lead to a discussion on how people’s privacy perceptions
are in�uenced by rapid urbanization and the opportunities o�ered
by digitization in Bangladesh. Based on our �ndings, we provide
recommendations to develop situated and sustainable strategies to
enhance privacy awareness and practices in the social setting of
Bangladesh, and Global South.

CCS CONCEPTS
• Human-centered computing ! Human computer interac-
tion (HCI); User studies; • Security and privacy ! Human
and societal aspects of security and privacy.
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1 INTRODUCTION
Bangladesh, a developing country in South Asia, has experienced a
recent boom in digital technology use fueled by the government’s
initiatives of transforming the country into “Digital Bangladesh” [50,
57, 89]. As of February 2019, Bangladesh is the ninth largest mo-
bile phone market in the world in terms of the number of sub-
scribers [54], where the smartphone market in Bangladesh is re-
ported to have a recent 45% growth year-on-year (YoY) [25]. In
addition, about 100 million people which is 55% of the total popu-
lation in Bangladesh [14] now have the Internet access [30]. With
such advancement in technology use, digital privacy issues need to
be identi�ed and addressed with further importance in the context
of Bangladesh [5, 70, 85].

Likemany other developing countries in Global South, Bangladesh
is shifting from traditional paper-based system to digital medium
for managing information and services [5, 17, 111]. With the recent
advancement in technology use, smartphone apps (termed as apps
in this paper, unless otherwise speci�ed) are becoming increasingly
popular in Bangladesh, many of which have been launched to meet
speci�c local needs [31, 61, 92]. Subsequently, with new business
opportunities opening, people have started to get the bene�ts of
app-based services including mobile banking, ride sharing, and
social communication [61, 92].

However, privacy leakage through apps has increasingly be-
come a major concern in Bangladesh. In 2018, the ride-sharing app
‘Pathao’ was in the news for collecting users’ personal information
not required for its core functionality [48, 62, 64], including SMS
and contact list. Users were not noti�ed about the purpose of col-
lecting user private data, and the incident was identi�ed as an act
of privacy violation [48, 62], with the news media even comparing
it to malware used by adversaries to steal user information [64].

Our study positions itself in this transitional period when the
app-based digital economy is booming in the Global South while
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being accompanied by increasing risks of privacy leakage through
these apps. This paper studies how users balance their needs, con-
veniences, and privacy in the context of data collection and shar-
ing by apps, with a focus on how privacy leakage incidents a�ect
app usage behavior. We emphasize that addressing these research
questions would lead the ICTD and privacy research community
to develop situated strategies to help local people with making
informed decision while balancing between their app usage and
privacy protection.

In our study, we interview 32 participants living in Dhaka, the
capital city of Bangladesh, who were aware of privacy leakage
through their apps and �nd that they possess varying perceptions
around sharing personal data. Information collection is deemed
necessary by participants who believe that their data contribute
towards improving app’s features, expanding business and earning
revenue, and ensuring digital and national security. Some partici-
pants are in favor of data collection considering the bene�ts they
get in return, including personal safety, convenience, and person-
alized o�er. On the other hand, some of our female participants
reported concern about social harassment and physical danger as a
consequence of information leakage. We also �nd instances where
participants feel no authority over their information and believe
that apps could collect any information they want. Most of our
participants who perceive no control over their data or have a sense
of fear about information collection by apps initiated a social discus-
sion after learning about the privacy leakage incident; however, the
privacy behavior after social discussion varied across participants.

Based on our �ndings, we discuss how the challenges introduced
by the rapid urbanization of Dhaka, Bangladesh and the opportuni-
ties o�ered by digitization in�uence people’s privacy perceptions
and behavior. We shed light on privacy dependency and describe
the corresponding risks and opportunities.We also identify the local
challenges in Bangladesh that interfere with people’s understand-
ing of privacy notice, and outline the alternate sources leveraged
by our participants to build their privacy perceptions. Our �ndings
lead to recommendations on howwe could develop situated and sus-
tainable strategies for local people in Bangladesh to make informed
privacy decision. Taken together, our study contributes to advance
the technology and development community’s understanding of
privacy in the digital landscape of Bangladesh, in particular, and
the Global South, more generally.

2 RELATEDWORK
With the increasing use of computing technologies, people have
been exposed to a variety of privacy issues and security vulnerabil-
ities, many of which are related to users’ perceptions and behav-
ior [56, 88, 103]. The studies around privacy have predominantly
been in�uenced by Western liberal values, including the early work
of Warren and Brandeis [102], and Westin’s call for freedom from
surveillance [106]. These values were later incorporated into many
academic disciplines including sociology, political science, law, and
recently computing technologies [58, 69].

In the area of computing technologies, recent research have
focused on understanding the security behavior of users [10, 11,
104, 105], and the relations between users’ privacy mental model
and various socio-technical factors, like their technical knowledge

and e�cacy [46, 65, 88], sense of responsibility [33, 46, 66], past
experiences [33, 77, 100], risk perceptions [13, 37, 43, 45], and the
familiaritywith a technology and brand [38, 55, 112]. However, all of
these studies are conducted in Western contexts, which may not be
compatible with the community-based, traditional, and hierarchical
social structure of the Global South [39, 44].

As suggested in prior literature [32, 68, 73], privacy is contextual
that demands a situated understanding in order to explore the
design and policy practices. The �ndings from recent usable privacy
studies [3, 24, 59] support this argument that local values often
contrast with the liberal notions of privacy embedded in current
computing systems. However, the digital privacy research beyond
Western contexts and a liberal framing is still at its very early
stage [28, 101]. Below, we brie�y discuss about the notable usable
privacy studies conducted outside the Western contexts.

Although online threats are global, perceptions of threat are very
localized [24, 59]. The study of Kumaraguru et al. [59] demonstrated
the privacy perceptions of people in India, where around one-�fth
of participants were not concerned at all about public posting of
their grades or railway reservation information (e.g., name, seat
number in a train). In another study, Chen et al. [24] investigated
the security and privacy practices of the people in urban Ghana
while browsing Internet. The study [24] shows that participants
judge the trustworthiness of a website based on appearance, lack
of popups, and loading speed. Participants reported con�dence of
being able to defend against cyberattacks despite passwords often
being their only line of defense. Given the low incidence of local
cybercrime, authors found the current security practices of people
to be adequate in Ghana for the time being [24].

The religious views and cultural norms of people have impact on
their sense of con�dentiality and privacy. The study of Abokhodair
et al. [1] examined how the youth in middle east conceptualize
values such as privacy, intimacy, and freedom of expression in the
context of social media. The authors [1] found that the interpre-
tation of privacy among participants goes beyond the concerns
for security, safety, and having control to separate oneself from a
larger group, where they observed adherence to Islamic teachings,
maintenance of reputation, and the careful navigation of activity
in social media with a goal of preserving respect and modesty. The
study of Alghamdi et al. [12] investigated the security practices
for households bank customers in the kingdom of Saudi Arabia,
where the authors identi�ed that trust, driving restrictions, and the
esteem placed in family motivate female participants to share their
banking information with male family members, including their
father, and husband.

Digital harassment is a growing concern in many developing
countries, where in majority of cases female users are the victims
of such incidents [7, 70]. The study of Nova et al. [70] reveals the
online harassment that women in Bangladesh have to encounter in
an anonymous social media (ASM). Participants reported to receive
sexually o�ensive messages and dating inquiries from the people in
ASM. While public discussion on sex or any topic containing sexual
contents are considered taboo and frowned upon in Bangladesh [67,
81], the curtain of anonymity in ASM provides a safer way to break
these invisible norms of society without being judged or scrutinized.
In another study, Sambasivan et al. [87] identi�ed that the risks and
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Table 1: The Highlight of Participants’ Demographic Traits
[*Either completed or currently studying at undergraduate
level]

Gender Participants

Male P1, P3, P4, P7, P8, P10, P15 - P26, P28, P29, P32
Female P2, P5, P6, P9, P11 - P14, P27, P30, P31

Age-range

18-29 P1 - P22
30-39 P23 - P26
40-49 P27, P28, P30
50-64 P29, P31, P32

Literacy Level

Fifth Grade P21, P23
Tenth Grade P22, P24
Twelfth Grade P25 - P27
Undergraduate and above* P1 - P20, P28 - P32

Profession

Student P2, P4, P6 - P9, P11 - P13, P15, P16
Employee at Private Organization P3, P14, P18 P19, P25, P32
Shopkeeper P22, P24, P26
Physician P1, P5
Housewife P27, P30
Musician P28, P29
Employee at Government Organization P31
Cook P21
Car Driver P23
Banker P17
Businessman P20
Unemployed P10

fear of harassment refrained the women in urban India to provide
their phone number for accessing public Wi-Fi services.

People may have to compromise with privacy as their personal
information is collected in process of building an identity system
by the government [5, 93]. The study of Srinivasan et al. [93] ex-
plored the privacy perceptions of low-income people in India while
dealing with the state’s identity system, named ‘Adhar’ that as-
signs a unique 12-digit number to each Indian resident based on
biometric identi�ers. Many participants are comfortable with the
digital identity system as they consider computer to be safer than
paper records, where some participants reported their ignorance
about the system and unwillingness to know more [93]. Partici-
pants reported higher trust on government than the private sectors
to protect their information [93], while Jacobson [51] noted that the
government is more interested in surveillance over citizens than
ensuring their security. In the context of introducing biometric
information-based identity management for mobile SIM registra-
tion in Bangladesh, the study of Ahmed et al. [5] unpacked the
privacy and security vulnerabilities in this process. The authors [5]
identi�ed a wide-range of concerns among participants including
the fear of political exploitation, commercial use, and invasion into
their privacy through exploiting their biometric information.

The digital devices (e.g., mobile phone) designed for developing
regions often fail to satisfy their local needs. In a study conducted
with low-literate Berber women in Morocco [34], the authors exam-
ined the gap between high rates of mobile phone ownership and low
use of productive features - noted as ‘mobile utility gap’. The study
identi�ed that lack of functional literacy, and non-standard mobile
phone interface including a complex language environment with

both Arabic and Berber dialects presented signi�cant barriers to
using mobile phone, which contributed to the mobile utility gap in
that community. The studies conducted byAhmed et al. [4] and Sam-
basivan et al. [86] demonstrate that the mobile phones often do not
have a one-to-one mapping with a user in the resource-constrained
settings of developing countries, while the social fabric in these
societies is based on the notions of trust and collectivism. Thus, the
strict privacy requirements in using a digital technology could dis-
rupt the relationships with friends and family members [4, 86]. In
a separate study with the women in Global South [85], the authors
identi�ed the privacy negotiation of female users from their family
members while using mobile phone. The authors [85] identi�ed a
set of performative practices the participants adopted to maintain
their privacy, which include management of phone and app locks,
content deletion, use of private modes, and technology avoidance.

The overall �ndings from these studies indicate that the mis-
conceptions about a local culture by developers or designers may
result in inappropriate threat modeling, and thus, the technologies
and strategies for privacy protection that are developed on Western
liberal values often fail to work in the di�erent cultural settings
of Global South. In these contexts, there is a dearth in existing
literature on Global South in understanding people’s perceptions
of information collection and sharing by digital applications, like
mobile apps. As the �rst step to address this gap, we conducted
a study in the urban area of Bangladesh where mobile apps have
started to become popular in recent years [31, 61, 92].

3 METHODOLOGY
Between February and June 2019, we conducted 32 semi-structured
interviews with the people in Dhaka, Bangladesh. Our study was
approved by the Institutional Review Board.

3.1 Recruitment
We recruited participants through two primary methods: the au-
thors’ personal connections, and snowball sampling. We communi-
cated with them in person, over email, or via telephone explaining
them the goals and ethics of the study. Once the participant agreed
to take part in the study, we settled a time and venue for in-person
interview as per the convenience of the participant. Most of the
college-aged participants preferred to meet at a restaurant or cafe,
while some of our participants, like the shopkeepers and profes-
sionals preferred to meet at their workplace. For relatively older
participants, the researchers visited them at home to conduct the
interview. According to the Bangladeshi custom [42, 95], no com-
pensation was given. However, the participants were o�ered light
refreshment, like snacks and beverages.

3.2 Participants
We provide a highlight of our 32 participants’ demographic traits
in Table 1, who were from diverse age-range, literacy level, and
profession. For example, the age of the participants P1 to P22 were
between 18 and 29, while the age of participants P27 to P32 were be-
tween 40 and 64. The participants P21 to P24 did not study beyond
tenth grade, while participants P25 to P27 discontinued their aca-
demic education after twelfth grade. The other participants had at
least a bachelor degree, or currently an undergraduate student. We
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interviewed a diverse group of participants, including student, mu-
sician, housewife, physician, banker, car driver, shopkeeper, cook,
and the employee at government and private organization. Except
P7 who had formal training in Cyber Security, none of the partici-
pants had any degree, formal training, or professional experiences
in Cyber Security. All of our participants use apps.

3.3 Procedure
We conducted the interview in local language (Bengali). Upon get-
ting consent from the participants, we asked them about their
general app usage behavior, and perceptions of information col-
lection and sharing by apps, followed by the questions on their
perceptions of deletion provision o�ered by the apps. In the later
part of interview, we asked about their reaction to the news on
privacy leakage incident involving the app they use. We also asked
them about the behavior and challenges around reading and under-
standing the privacy policy of apps. The interview ended with a
set of demographic questionnaire. The participants gave consent
to audio record the interviews. On average, each interview took
between 20 and 30 minutes.

3.4 Analysis
We transcribed the audios and translated them into English. We
then performed thematic analysis on our transcription [21, 22]. We
conducted multiple passes through the data in which we iteratively
identi�ed and clustered themes or codes present in the data. Two
researchers independently read through the transcripts of several in-
terviews, developed codes, compared them, and then iterated again
with more interviews until we had developed a consistent code-
book. Once the codebook was �nalized, two researchers divided
up the remaining interviews and coded them. After all interviews
had been coded, both researchers spot-checked the other’s coded
transcripts and did not �nd any inconsistencies. Finally, we further
organized and taxonomized our codes into higher-level categories.

4 RESULTS
Our participants had been using apps in their smartphone for above
two years, where about half of them reported using the apps for
above �ve years.Most of our participants use the ride-sharing, social
networking, and communication apps, where a few participants also
use online banking, utility, game and entertainment, and antivirus
apps. The participants reported using apps multiple times a day.
To note, in social setting of Bangladesh, sometimes people are
expected to share their smartphone with family members [4, 6].
A few of our participants reported using apps from a smartphone
that is shared with their family members. However, the sharing
expectations may not be always well lined up with the willingness
to share, leading P15 to remove an app to avoid possible con�icts
with family members.

Our participants learned of multiple privacy leakage incidents
related to the apps they use, where most of them mentioned about
the news on a popular ride-sharing app in Bangladesh. Participants
also reported of information leakage incident through a widely-
used social networking app. These news informed them of the app
sharing its users’ personal information and sensitive credentials

with other entities, which could put their privacy at risk. The partic-
ipants learned about information leakage incidents from di�erent
sources, including digital news shared over social networking sites,
printed newspaper, and in-person communication with friends and
family members. In the majority of cases, participants continued
using the app without taking any privacy-preserving step despite
learning about the incident of information leakage through that
app, where they reported a wide-range of reasons in support of
their decision.

In the following sections, we present participants’ perceptions
of data collection, factors in�uencing their perceptions, and the
impact of those perceptions on their actions.

4.1 Sense of (No) Authority
Some of our participants do not feel to have any control over data
collection and sharing by their apps. They also think, it is not
possible to permanently delete their data once collected by an app.
On top of that, they do not �nd an alternate to using these apps.
For instance, P7 mentioned, “The thing is that we are actually in
a loop where we are bound to share our information.” He does not
think that switching to a new app would yield any better outcome
in preserving privacy.

4.1.1 ‘I am Not in Control!’ Participants think that once installed,
apps gain control of their phone’s operating system, which enables
them to collect any information they want from that device. We
found evidences that participants’ perceptions of control over digi-
tal data are often rooted to what they learn from their social circle.
For example, P29 has heard from his friends that the apps from
Google can collect his information no matter where he is, which
has made him believe that users in today’s world have no control
over protecting their personal information.

Some participants perceive that top organizations, including
Google, Facebook, and Microsoft control the overall data collection
process through apps, where P28 commented, “Giant companies
like Microsoft or Google can collect every information.” ; P15 added,
“Facebook has the access, frommicrophone to everything [in my smart-
phone]”. A few participants placed Google at the center of data col-
lection and sharing, where users’ information are collected through
apps including the ones available in Google App Store. They also
mentioned about the existence of an internal network among orga-
nizations for sharing information that they collect through di�erent
apps. Here, they re�ected onto their browsing experiences, where
seeing advertisements related to recent online search made them
believe that their information are shared between di�erent apps.

A few participants mentioned about external in�uences that
force the apps to share users’ information. In general, they do not
see a way to protect their personal data from such in�uence, espe-
cially when that comes from the government or political parties.
P8 thinks that apps could use users’ information for any purpose
without taking their consent, which include sharing sensitive in-
formation with government and political entities. Due to such per-
ceptions of no control over personal information, P5 did not see
any bene�t in taking a preventive step when she learnt about the
privacy leakage news related to her app: “Whatever information
the application intended to take from me, is already taken. So, I have
nothing more to lose in here.”
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4.1.2 Permanent Deletion is Not Possible! Our participants think
that there is no way for them to permanently delete their infor-
mation from an app’s database, where the collected information
are retained forever. They mentioned about di�erent reasons in
support of their perceptions. Some of them believe that there is
always a backdoor technology for the app-developers to retrieve
users’ information from their database after it is deleted by the
users. According to P5, apps share users’ information with other
organizations. So, even if she deletes her information from an app’s
database, the app would re-collect that information from the orga-
nizations the information was shared with. So, she sees no bene�t
for users in deleting the information from an app’s database.

Participants projected their experiences with technology and
Web browsing onto their understanding of deletion provision. For
instance, P3 mentioned, “It’s not possible to remove or delete perma-
nently. If I delete something from memory card it can be recovered.”
P16 found that his information were stored in Facebook’s server
even after he had deactivated his account, which has made him
believe that an app can retain users’ information even after it is
uninstalled. P28 has reported a rather di�erent reason of why users
could not delete their information from app’s database based on
his experience of dealing with the physical world: “Everything is
stored unless or until it is destroyed physically. Like data remains in a
hard disk until it is destroyed or burnt.” According to his perceptions,
without getting a physical access to an app’s information storage
server, it is not possible to permanently delete users’ information.

4.1.3 There is No Alternate! Users feel helpless when they do not
�nd an alternate to using the app that might put their privacy at
risk, where participants feel forced to grant access permission to
the apps as otherwise they could not proceed with using them. P12
shared her sentiment: “It [app] is a part of our everyday life and we
cannot but use it. Although I understand, it is taking our personal
information...still we have to use it.”

Due to a limited control users perceive to have over data collec-
tion and sharing by the apps, they feel pessimistic in protecting
their privacy, as re�ected in the comment of P28: “Even if I set my
privacy settings [of apps] very carefully I’m not sure if that would be
able to protect my privacy.” As a result, users end up with taking
no action even when they learn about a privacy leakage incident
involving the apps they use.

4.2 Sense of Fear
Some of our participants are afraid that the information collection
and sharing by apps would put them into the risks of �nancial loss,
blackmailing, social harassment, and lead them to physical danger
through tracking their geographic location.

4.2.1 Financial Loss. Some participants are worried about data
collection and sharing by apps as their �nancial information might
be leaked in the process, where a few of them reported concern not
only about �nancial data but also their personal information. They
are worried that if the apps sell their personal information to un-
veri�ed entities, blackmailing might cause them to su�er �nancial
loss. Some of them are also concerned about blackmailing by the
app itself, where P7 is particularly worried about local apps (i.e.,

the apps developed by local entrepreneurs to address community-
speci�c needs). As perceived by this participant, the local apps that
are not popular in market, may try to earn money in an unethical
way, like through blackmailing its customers.

4.2.2 Social Harassment and Physical Danger. Some of our female
participants reported concern that the apps collecting their per-
sonal information could put them into the risks of social harassment
and physical danger. P12 shared an incident of verbal abuse that
occurred when the driver of a ride-sharing service (associated with
the app) got her phone number when she availed the service, and
later kept calling her despite her objection at the �rst place. P5 and
P6 reported a chat application, which shared their contact informa-
tion with others without taking their consent; P5 also mentioned,
“Due to that [sharing], people around me started to knock me and send
me o�ensive texts and o�ers.” Participants are worried if the apps
share their personal information with unwanted entities, the rate
of such incidents would keep increasing.

P31 is concerned that the apps collect a large volume of private
information from her smartphone including current geographic
location. She is afraid that her safety might be compromised since
organizations running the app have constant access to her where-
abouts. A few participants have mentioned, they do not worry even
if their information are retained by the app for an inde�nite period
of time, as long as that data are not used to track their physical
location. These participants are concerned about their physical
safety if their location information are leaked to the adversaries.

4.3 Sense of Indi�erence
We found instances where participants are indi�erent about the
apps collecting their personal information. A few participants see
information collection by apps as a well-planned multi-step pro-
cess, where the app collects minimal information from users at
the initial stage to make them feel comfortable with using the app.
Eventually, as users get used to using the app, it starts collecting
more information from them. They think that due to such grad-
ual but slow increase in data collection, it remains unnoticed at
user’s end contributing to their indi�erence to this issue. We also
found, participants remain indi�erent to data collection due to their
trust on apps in protecting customer’s information, their reliance
on caregivers with privacy protection, and believing that general
population are safe from the adverse consequences of data leakage.

4.3.1 Users (Except...) Do not Need to Worry. P15 uses his smart-
phone to keep backup of sensitive personal information, like he
stores an image of his National ID Card in his phone. However, he
is not worried about the apps collecting data from his smartphone
as he considers his information are of little interest to adversaries;
he further added, “I am not an important person, selling my infor-
mation will not cause that much damage [to me]. But selling those
information of a big shot can put him in privacy and security risks
big time.” In this context, a few participants think that only the
political leaders involved in running the government should be
concerned if their information are collected by the apps and shared
with unveri�ed entities.
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4.3.2 Distant Harm. Participants who do not perceive any foresee-
able danger from the information sharing by apps, did not take any
step after learning about the privacy leakage through an app they
use. They remained indi�erent to such incident because they did
not face any direct consequence of data leakage before and, thus,
considered that as a ‘distant’ harm. For instance, P29 mentioned,
“Nothing happened to me, so I didn’t take any step.”. A few partici-
pants believe that an app would ask for explicit permission, e.g.,
through email, before collecting any personal information from
them. Since they did not receive any such email, they are convinced
that they do not need to worry about the data leakage incidents
related to their apps.

4.3.3 Protecting Business and Reputation. A few participants per-
ceive that information collection through the app is a part of an
organization’s business policy, where the general population do
not need to worry at all. They believe, an app would not exploit the
collected information to cause any harm to its users, nor share their
information with unveri�ed entities. Because, if the information
collection and sharing through an app get its users into trouble
they would eventually stop using that app, which in turn, would
hurt the organization’s business and reputation.

4.3.4 Reliance on Caregiver. Our participants who are relatively
older or less educated, reported that they take help from others
(e.g., caregivers who are often their friends or family members) in
installing an app, who also set the password for them if required.
As they reported, they trust their caregivers with protecting their
information. They believe that the caregivers would inform them if
any privacy risks arise with using an app. Such social reliance con-
tributed to our participants’ indi�erence to information collection
and sharing by apps.

4.4 Sense of Necessity and Contribution
Our participants think that the app collects more information than
is needed to provide users with its core service, where some of
them believe that such information collection is important for �-
nancial and security related reasons. They feel contributing to the
expansion of app-based business, and law enforcement process by
sharing their personal information through an app. P1 commented,
“Applications collect additional information because it is necessary. So,
we don’t give a second thought before providing our information.”

4.4.1 Improving Usability and Security Features. Usability is an
important factor for the success of an app, as perceived by our
participants who think that the information collected by an app are
leveraged to understand the usability challenges faced by its users.
P19 recognizes varying expertise level of users in understanding
the features of an app, and thus, considers information collection to
be necessary for making the app more accessible to the people with
low technical e�cacy. P14 believes, information collection helps
the authority to identify an app’s vulnerability against cyberattack,
which in turn, motivates them to enhance its security features.

4.4.2 Business Expansion and Financial Revenue. To open a new
wing of business, the organizationsmay need to identify their oppor-
tunities �rst through market analysis, which include understanding
customers’ interests and preferences. The information collected

by an app could facilitate such market analysis, as perceived by
our participants. For example, P4 mentioned, “Pathao [ride-sharing
app] is expanding their business to provide food service. So, they need
to know about our interests to provide users with the required ser-
vices.” ; P3 further added, “If they want to create new applications,
they would want to be assured that [new app] is [developed] based on
our preferences.”

In process of business expansion, it is important to inform cus-
tomers about the new products and services [40, 107]. P10 thinks,
an app collects users’ contact-lists from their smartphone so that
the organization could reach out to the users in that list and inform
them about their new business endeavors. Also, an organization
has to compete with other companies in business, where gaining
access to customers’ personal information re�ecting their interests
and preferences could put one in a leading position [99, 108]. P28
believes that information collection through an app is necessary
for the survival of a business organization in today’s competitive
market, where he sees no harm as long as the customers are bene-
�ted from their services. Similarly, P32 perceives that information
collection through an app is a legitimate way of progressing with
business endeavor.

Many of the apps are available for free, to download and use.
According to P19, since the organizations do not charge users for
using their apps, collecting and selling the information of users
is necessary to earn revenue and keep themselves in business. A
few participants perceive that information collection might not be
directly required for the functionality of an app, however, selling
those information helps the organizations to manage their expen-
diture required for keeping their apps running. P18 sees two-way
bene�ts when an app makes revenue by selling its users’ informa-
tion to a start-up company, which saves the new company from
going through resource and time-consuming market analysis and
provides them with access to the contact information of a large
user-base for promoting their new products and services.

4.4.3 Digital and National Security. It is often challenging to iden-
tify the source of a cybercrime [23, 52], which might lead to an
innocent person mistakenly accused of being an adversary. A few
participants think that the information of users are collected to
build an individual pro�le for each of them. They believe, if a fraud-
ulent activity occurs over the Internet, information collected from
innocent users would present the trail of their non-adversary activi-
ties and consequently, protect them from being wrongly accused of
a cybercrime they did not commit. Also, such exclusion of innocent
users would help the law enforcement agency to narrow down the
list of potential adversaries.

A few participants believe that information collection through
the app is necessary to ensure national security. They are concerned
about the rise in crime, and perceive that information collection
through apps would help to identify such activities and track down
an app user if he is involved with a criminal group. P28 commented,
“In reality, if it [information collection through apps] is needed to
control crimes inside a country then it [app] needs to collect the in-
formation.” He also mentioned, apps should share the collected
information with the government and law enforcement agencies
on time to control criminal activities inside a country.
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4.5 Sense of Bene�t
Some of our participants are in favor of data collection due to
the bene�ts and services they get in return, including personal
safety, convenience in transportation, low communication cost, and
personalized o�er. Because of these bene�ts, they are found to care
less about the privacy compromise they might make in the process.
According to P19, “We are so addicted to using these applications that
whatever they are taking from us, including our personal information,
we don’t really care that much.”

4.5.1 Personal Safety. Our participants think that the app that
needs interaction between persons (often a stranger to each other)
as a part of its core service, should collect personally identi�able
information (e.g., driver’s license number, national identi�cation
number, etc.) from the entities involved in that interaction. In this
case, if any unexpected situation occurs during interaction, the
collected information would be used for the purpose of law enforce-
ment. P14 mentioned about an incident she had heard of, where the
driver of a ride-sharing app was severely injured by his passenger;
according to her, such incidents could be prevented if adequate
information are collected from the users of a ride-sharing app to
conduct background check before letting them avail the service.

GPS tracking by the ride-sharing app o�ers a sense of safety
to some of our female participants. For instance, P5 mentioned,
“As this [ride-sharing app] keeps track of my route through satellite
wherever I go, I feel that I am secure. As a girl, when I roam in the
streets of Bangladesh, there arises a question of my security. In that
context, ride-sharing app provides me with a clear notion of which
street I am on.”

4.5.2 Convenience. Despite learning about the information leak-
age by a ride-sharing app, participants continued using that app
to avail the convenience it provides in a city with heavy tra�c
and insu�cient public transportation, where P4 mentioned, “For
transportation in Dhaka city, it [ride-sharing] is cheap, e�cient, and
accessible, most importantly time-savvy.”

Most of the mobile phone operators in Bangladesh o�er pre-
paid communication service [82], where the cost of regular phone
call is comparatively higher than communicating through an app,
as mentioned by our participants. Also, a few participants do not
consider the cost of accessing Internet as app-based communication
cost, where P27 commented, “I can socialize with people free of cost
[through social networking and communication apps].”

4.5.3 Personalized O�er. Participants see bene�ts in data collection
as that would help an app to provide its customers with person-
alized o�er. P8 perceives that an app collects its users’ �nancial
information, e.g., salary data, to identify a promotional o�er that
would best �t the economic condition of a customer. He mentioned,
“Pathao [ride-sharing app] has access to my SMS. So, they can easily
analyze my banking SMS and have a clear idea about my salary, and
based on that they can identify if they should send me any promo
[promotional] codes or not.”

According to P4, information collected through location tracking
are used to identify the preferences and interests of a user to send
him personalized o�er: “Suppose I have visited a fashion-house today
and by location tracking, they [apps] can �gure out which kind of

style I prefer, and based on that, they could start promoting products
to me through SMS.”

4.6 Users’ Actions
In this section, we report our �ndings on the steps taken by our par-
ticipants after learning about the privacy leakage incident involving
their apps.

4.6.1 Social Sharing. Most of our participants who perceive no
control over their data or have a sense of fear about information
collection by apps, started a social discussion after learning about
information leakage through their apps. They shared the news with
their friends and family members to discuss and understand the
risks, or to alert them about possible consequences as per their
understanding. For instance, P30 became worried about the privacy
of her family members, especially her daughter who used to use
the app reported in privacy leakage news. So, she suggested her
daughter to stop using that app.

We found di�erent outcomes of social sharing, where a few par-
ticipants reported uninstalling the app according to the suggestions
of their well-wisher. Also, some participants decided to have a closer
look into the app’s privacy policy. We also found instances where
social sharing did not lead to a privacy-preserving behavior. For
example, a few participants have learnt from social discussion that
there are many people around them who do not understand app’s
privacy policy, and have not faced any unexpected incident as a
result of information leakage through their apps. Consequently,
those participants do not feel the necessity of taking any step to
protect their privacy.

4.6.2 Uninstalling the App. Among those participantswho reported
fear about data collection, some of them uninstalled the app re-
ported in privacy leakage news. Among them, P13 emailed the
customer service of that app to verify the news of privacy leakage,
but did not get any response from them. So, she uninstalled the app
as it appeared to be the safest option to her. P22 took similar action,
he mentioned, “I uninstalled it. I would not use it with changing
privacy settings. Since I disliked it, nothing could convince me to keep
using it.”

A few participants uninstalled the app, followed by a re-installation,
which they see as a ‘fresh and safe start’ with using the app after a
privacy leakage incident is reported.

4.6.3 A�empt to Understand Privacy Policy. The news of informa-
tion leakage made some of our participants aware of privacy issues
related to information collection and sharing. They tried to read
the privacy policy of app reported in news, however, failed to un-
derstand its contents. They mentioned about language barrier why
they could not understand the privacy policy.

While Bengali is the native language in Bangladesh, English is
taught as a second language in educational institutions [27]. Like
many people in Bangladesh [71], some of our participants were not
privileged in getting access to education required to understand a
foreign language like English. One of our participants commented,
“It [privacy policy] is written in English. For people like us, it is di�-
cult to understand.” Our participants expressed surprise to the fact
that the local apps developed in Bangladesh for the people in this
country, publish their privacy policy in a foreign language.
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Access to Privacy Policy.We found that availing intermediate
help limits our participants’ access to the privacy policy. Some of
those participants who take help from others with app installation
are unsure of where to �nd the privacy policy, and are not aware
that the privacy policy is presented at the time of app installation.
In this context, our relatively younger participants who often play
the role of a caregiver, have reported that they are used to clicking
on ‘I Agree’ button without notifying the person, whom they help
with app installation. Further, a few of our participants do not own
a personal smartphone and use the apps from other’s (e.g., family
member) device. In such cases, they were not involved with the app
installation process, and reported unawareness about the existence
of an app’s privacy policy.

5 DISCUSSION
In this section, we discuss about the implications of our �ndings,
and surface recommendations to enhance privacy practices in the
social setting of Bangladesh, and Global South.

5.1 Interplay between Urbanization,
Digitization, and Privacy

Urbanization, or the growth of urban areas, has seen a rapid increase
in the last few decades in the Global South. This has important impli-
cations for sustainable development as city infrastructures struggle
to keep up with this growth [29]. Rapid urbanization in Bangladesh
has led to inadequacy of infrastructural services and challenges
related to growing unemployment, tra�c congestion, violence and
socioeconomic insecurity [60, 78, 80, 98]. It is often di�cult for
urban authorities to address these issues due to lack of resources,
manpower, and planning [78, 80, 96]. As a result, it creates burden
on general population to handle urban challenges on their own.
The new digital economy is playing an important role here with
digital technologies, such as on-demand service apps, slowly be-
coming crucial to individuals navigating city life in the midst of
rapid urbanization. Our paper shows how these apps, and by exten-
sion collected user data, relate to how individuals are dealing with
urban city life by availing convenience in transportation, getting
personalized o�er, and believing to contribute to public safety, and
economic growth of the country.

In this section, we discuss how the privacy perceptions of people
relate to their e�ort to deal with the issues of urbanization and the
opportunities that come with digitization.

5.1.1 Privacy Cost in Digital Economy. Youth unemployment is
a major problem in Bangladesh [26, 96], where one in every 10
of 44 million young people is unemployed [75, 111]. Our partici-
pants see information sharing as a way to support local business,
which in turn, would create job opportunities and contribute to the
economic growth of their country. The startup business, especially
those based on smartphone apps are getting increasingly popular in
Bangladesh [31, 72, 83] and actively encouraged by the government
with a motto of thriving in digital sector [9, 49].

The general population in Bangladesh have also started to get
the bene�ts of using these apps in everyday life, like online banking,
ride sharing, social communication, ordering food, and purchasing
tickets for bus and train [61, 92]. In these contexts, our participants

do not want the apps to discontinue, rather, they expect more apps
to be launched with new services and features. Many participants
believe that the information collected from them contribute to
the success of app-based businesses including start-ups, where
apps could earn revenue by selling customers’ information, expand
their business through learning about customers’ interests and
preferences, and reach out to a larger user-base by collecting the
contact-list from customers’ smartphone. These perceptions present
an interesting contrast to Posner’s argument on privacy [74]. While
he considers individual privacy to be less of a concern since it is
not related to the economic advancement [74], our participants
perceive leveraging users’ personal information to be necessary
and contributing to the advancement of digital economy.

5.1.2 Convenience Gain vs. Privacy Compromise. In the present
decade, tra�c congestion is recognized as one of the most chal-
lenging and complicated issues in city management [63, 98] in
Bangladesh. The problem is further alleviated due to inadequate
public transport, and lack of planning, infrastructure, and man-
power in tra�c management [80, 98]. Tra�c problem contributes
to increasing transportation cost; further, a substantial portion of
time is spent navigating urban streets [63]. Under these circum-
stances, ride-sharing apps are increasingly getting popular through
o�ering convenience in dealing with heavy tra�c and inadequate
public transport. For many, ride-sharing is not just about conve-
nience, rather it has become a necessity for daily commute. Thus,
despite learning about privacy leakage, participants do not see an
alternate to continue using the app.

In response to the challenges accompanying urbanization in
Bangladesh [2, 63], people have had to be more prudent with bal-
ancing their time and e�ort across work, commute, and personal
life. In these contexts, digital merchandise and online shopping
have experienced a boom in recent years [35, 47, 94], providing
access to large number of products. Targeted advertisements or
personalized o�ers are customizing the shopping experience of
people as per their needs and interest [18, 19], along with saving
time and being convenient [35, 47, 94]. Interviewed participants
seem to appreciate such conveniences and accessibility to shopping
even if it came at the privacy cost of sharing �nancial information
(e.g., salary data) or allowing location tracking.

5.1.3 Individual Privacy vs. Public Safety. While Blousetin [20] de-
scribes privacy as aspects of personal autonomy and independence,
our participants perceive that individual privacy needs to be sacri-
�ced for the greater good, like public safety. This is supported by
research that describe Bangladesh as a collectivist society [44, 79],
where the interests of the community or society take precedence
over individual interest. Collectivism in Bangladeshi society mani-
fests itself as strong intra-community bonds, where individuals take
responsibility for other members of their group and think about
the collective ‘we’ rather than the individual self. In our study, we
consequently �nd that participants placed higher importance on
public safety than their individual privacy.

Rapid urbanization has often posed challenges for law enforce-
ment authorities having to deal with an increase in crime and
violence. The lack of resources and manpower makes the situation
even worse, adding to the concern of general population [78, 80, 91].
The participants believe that data collection by apps would equip
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the government with resources to maintain peace and order within
the society. They see the collection of digital information as a po-
tential way to support law enforcement, alleviate injustice, and
catch criminals by tracking their activities through apps. The larger
expectation is that collected information would be shared by apps
with the government and law enforcement agencies on time, so as
to prevent the crime from being committed.

5.2 Privacy Dependency, Concerns, and
Control

Our participants never developed privacy perceptions from the
privacy notice of an app, rather it was from di�erent sources, in-
cluding browsing experiences on the Web, social discussion and
sharing, and personal experiences in the physical world. However
these sources are often inadequate, leading to many possessing mis-
conceptions of their control over privacy, and a lack of awareness
of how to protect their digital information. The problem is further
exacerbated due to their dependency with technology use.

Our relatively younger participants often played the role of a
caregiver to help their older family members with app installation
and use. The older participants consequently trust their caregivers
to inform them about privacy vulnerabilities (if any exist). However,
the expectations from a caregiver might not always match with
reality. We found that our participants, including the caregivers,
discuss about privacy issues only when they perceive no control
over their data or have a sense of fear about information collec-
tion by apps. The perceptions of caregivers thus shape how some
individuals think about privacy issues.

Privacy preservation is important to protect and control social
relationships [76], where blackmailing and harassment could harm
people’s dignity, reputation, and social relations [90, 109]. Partic-
ipants reported concern about such incidents as a possible con-
sequence of data collection by apps. They are also worried about
physical danger as a result of information collection. Here, par-
ticipants feel little, or no control at all over their information as
collected and shared by the apps. An app could gain control over
any type of personal information as perceived by the participants.
They see the data collection by apps as a well-structured process,
controlled by the top organizations, with a networked communi-
cation system including local apps where data collected by an app
are shared with other apps and organizations. Also, participants
do not realize their control over deletion provision, rather consider
the deletion of collected information being possible only at the ad-
ministrator’s end. Such perceptions resulted in their consensus that
they have nothing to do with their digital privacy protection, which
made several participants indi�erent to the information leakage
incidents related to their apps.

5.3 Towards Informed Privacy Decision
The majority of our participants were not worried about informa-
tion leakage through apps, however, even when participants were
concerned, they were unsure of how to protect their digital privacy.
This indicates the need for an e�ective and organized approach to
raise the privacy awareness to help individuals realize their control
over personal information. This would help them make informed

decisions on sharing their data along with learning to adjust pri-
vacy settings for protecting their information. Below, we provide
recommendations to achieve the goals in the context of Bangladesh,
and Global South.

5.3.1 Social Discussion and Story-telling Sessions. Social discussion
plays an important role on the privacy perceptions of people in
Bangladesh. People ask for suggestions and help from their social
circle when they hear of privacy leakage news, and share their
privacy concerns and recommendations with friends and family
members. To leverage the power of social sharing in raising privacy
awareness, workshop and discussion session could be arranged in
schools and colleges, public libraries, and local club in the neigh-
borhoods.

The younger participants help the users who are relatively older
or less educated with the installation and use of apps. So, educating
our caregivers through the workshop in schools and colleges would
channel the privacy awareness to the people from varying age
and literacy level. Also, the security and privacy workshops in
educational setting will help to create a local workforce involving
teachers and students who would then disseminate the knowledge
to the people in their family, social circles, and neighborhoods.

The discussion and storytelling sessions in public libraries and
local neighborhood clubs will let the experts reach out to broader
population, and inform them about information leakage incidents
and techniques to enhance their digital privacy. These sessions will
let people share their security and privacy stories, followed by open
discussion and suggestions from the experts on how they could re-
act to those instances in a more secure and privacy-preserving way.
In this way, the social discussionwill create a communication bridge
between experts and general population, and help the educators
and researchers to alleviate people’s privacy misconceptions.

5.3.2 Leveraging News Media. Although the circulation of printed
newspaper has experienced a decline in USA and Europe in recent
years [41, 53], the picture in the Global South is not as bleak as in the
west [15, 36, 84]. Newspapers played a historic role in the politics,
culture, and democracy of Bangladesh, where the traditional print
media remains in�uential and plays a crucial role in building public
opinion [8, 36]. Despite the widespread use of Internet and online
social media, many in both urban and rural areas in Bangladesh
still depend on newspapers for stories and information [8, 84]. Our
participants reported newspaper as one of the notable sources of
learning about privacy leakage news.

We found instances where the news of information leakage
through apps contributed to enhance participants’ privacy aware-
ness. However, they are unsure of how to address the privacy issues
in the reported apps. The news media could help in these instances
through publishing privacy solutions from the experts. Our partici-
pants reported their needs of having privacy notice in Bengali. Most
of the newspapers in Bangladesh are published in Bengali [36, 110],
which could contribute to raising awareness through publishing
the summary and implications of privacy policy of the popular
and widely-used apps in Bangladesh. While many newspapers in
Bangladesh now have digital version and online presence in social
media [36, 97], it provides an opportunity to reach out to diverse
groups of population and help with enhancing their privacy aware-
ness and practices.
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5.3.3 Customer Service Infrastructure. We found that many of the
users - irrespective of age or tech literacy - are unsure of how
to handle privacy issues or react to news reporting information
leakage through the app they use. One of our participants ended
up uninstalling the app as she did not hear back from the customer
service after contacting them to verify the privacy leakage news.
In such instances, clari�cation and support from customer service
could play a vital role in a user’s decision to continue using the app
while taking appropriate steps for privacy protection.

Participants reported their concerns about blackmailing and
harassment, and risks of location tracking by unwanted entities.
The app’s role and steps required by a user could be disseminated
through the customer support center. In this regard, the employees
in customer service should be trained not only to �x the technical
problems in apps, but also to help users with the privacy issues.

5.3.4 Accessibility of Privacy Notice. A secondary channel for deliv-
ery, and multi-user environment due to the sharing of smartphone
should be taken into account to increase the accessibility of privacy
notice.

Secondary Channel for Delivery. While privacy policy of an
app is generally shown during installation, we identi�ed a lack of
awareness of participants about where to �nd the privacy policy. A
secondary channel for privacy notice delivery, e.g., through email,
should be considered by the apps, so that people who take help
from others with app installation, would get an opportunity to go
through the privacy notice by themselves instead of depending
upon caregivers. Also, it would enable users to access the privacy
policy from their email-inbox whenever they want, like in cases
where they would like to verify the information collection and
sharing policy of an app after learning about a privacy leakage
incident.

Multi-User Environment. In the social setting of Bangladesh,
people are expected to share their smartphone with family mem-
bers [4, 6]. Our participants reported using apps from other’s (e.g.,
family member) device without being noti�ed of privacy policy.
Here, multi-user access privilege should be provided at the app
level, so that users (like, members in a family) could access an app
from the same device, but through di�erent accounts. In this regard,
one of our researchers looked into (i.e., accessed as a user) some
of the most popular local apps in Bangladesh [61, 92] and found
that a majority of them do not o�er multi-user access from the
same phone. While a few of these apps [61, 92] provide multi-user
access feature, they present privacy notice only at the time of in-
stallation. We suggest, when a new user would create an account in
an already-installed app, she should be presented with the privacy
notice �rst, before using the app.

6 LIMITATIONS AND CONCLUSION
In our qualitative study, we interviewed 32 participants. Our sam-
ple size is relatively small, where we followed the widely-used
methods for qualitative research [16, 21, 22], focusing in depth on a
small number of participants and continuing the interviews until no
new themes emerged (saturation). We acknowledge the limitations
of such study that a di�erent set of samples might yield varying

results. Thus, we do not draw any quantitative, generalizable con-
clusion from this study. In addition, self-reported data might have
limitations, like recall and observer bias.

Our study is based in urban areas. We note that users’ privacy
perceptions might be di�erent in rural areas. Since users’ security
and privacy perceptions are positively in�uenced by their knowl-
edge and technical e�cacy [46, 65, 88], and the literacy rate is
generally higher in urban areas as compared to that in rural ar-
eas [71], we speculate that the privacy perceptions and behavior
of users reported in this paper represent an upper bound in the
context of Bangladesh.

Despite these limitations, we unveil the participants’ perceptions
of data collection and sharing by the app reported in privacy leak-
age news. Our analysis sheds light on the relation between users’
privacy perceptions, local infrastructure, and social practices in
Bangladesh, where we unpack the situated issues that in�uence
people’s privacy behavior. Based on our �ndings, we provide rec-
ommendations on how we could develop situated and sustainable
strategies for local people in Bangladesh to make informed privacy
decision. We encourage HCI, Privacy, and ICTD research communi-
ties to extend the �ndings of this work in the contexts of di�erent
domains and �eld sites, and use other methods as well, if required.
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